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Abstract sources have different teria for representing values in
affiliation names. For example, with reference to the
One of the main probiems in integrating databases afﬁliation Of researchel’s WhO Work at the UniVerSity Of
into a common repository iS the possibie inconsistency OfAIicante, we may eaSi|y f|nd that there are diffel’ent Values
the values stored in them, i.e., the very same term mayor this university: iUni ver si dad ode Al i
have different values, due to misspelling, anpged fUNi ver si dadin 3panisb)aandfieAd i cant e
word order, spelling variants and so on. In this paper, we UNn i v e (insEndlisp)o
present an automatic method for reducing inconsistency ~The problem of the inconsistency found in the values
found in existing databases, and thus, improving data Stored in databases may have three principal causes:
quality. All the values that refer to a same term are
Ciustered by measuring thiedegree of Sim”arity The 1. If the number Of pOSSib|e Va|ueS that a Sil’lg|e f|e|d
clustered values can be assigned to a common value thatan accept is natontrolled, a given person, (or different
in principle, could substitute the original values. We Persons), may insert the same term with different values.
evaluate different similarity measures for clustering. The For instance, a database that stores the names of the
method we propose gives good results with a departments of a university may have several different

considerablylow error rate. forms (e.g., the use of uppease letters orldreviations):
fiDepartamento de Lenguajes y Sistemas Informdiicos
1. Introduction fiDepto. de Lenguajes y Sistemas InformaticoBptiide

lenguajes y sistemas informéticos et c .

2. When we try to integrate different databases into a
common repository (e.g., in a DW)ne or more of them
may suffer from the abowmentioned problem. The
consistency of their contents has been guaranteed
separately. However, the criteria used for establishing the

problem, and is relevant in several fields, such as Data Reconsistency of each one mlght We”. be different and

engineering, Data Warehouse, Web Information Systems,mtegr"’ltlng them all co.ulatause.mconsstency proplems.

E-commerce, Scientific Databases, etc. The problem ofzOr bexampltia], twet W'Sg.blt.o mtigraig :{hree t.dlffer_le_ﬂt

inconsistency has also lately beeefocus of interest in the atabases that store bibliographical information. e_

area of Data warehouses (DW) as a DW is a repository Ofauthors might well appear in different forrps in each one:

integrated information from distributed, autonomous, and! - € f ll)/IIngeI de Gemvarges Safiveéra or by .

possibly heterogeneous, sources. last nane s . first and t I"_Cermantes he fi
Traditional search systems work by matching the term Saa\l/edra, '\I/“(?u%l ae, @ or by first name

that is being searched withhe values stored in the ons 'X'gutﬁ € erl;ianeg. th il litv. |

corresponding database. If the information contained in I.'I' nol er _prto em ISE € mu gngualy_.t n_ta}

databases is inconsistent (i.e., if a given term appears wittfnut mguat S?.C's y ﬁ(c.e'.g'l’ uropeaqtt Omm“(;‘.'ﬁy) ! tls

different values because several denominations exist, ofOMmon 1o Tind oflicial nes wrtten n - difieren

because it is misspelled), a search using a given value w !anguaggs. For Instance, we cpnsult a database that stores

not provide all the available information about the term. information anut Aumversny researchers,  (e.g, h |
In Figure 0, we present an example to show the aim of €s€archeros name, researcherd

our proposal. Let us suppose that we have differentW'Sh to obtain a list of all of the researchers who work at

databases (particularly, different relational tables) and thethe University of Alicante. We may easily find that there

Information fusion is the process of integration and
interpretation of data from different sources in order to
derive information of a new quality. Integrating databases
into a common repository has become a research fimpic
many years. Information fusion is a very complex



are different val Unewasidddade triversity u rf ii \ne rEsnidtinwessitéfjd'Aicarded d ( ifi n
Alicanted (in S Weiversitath J'Alacartdi ( i frrench).
Cat al dnijersity @&f Alicante o rAlicantfe

Commaon repository with consistent information

Research Affiliation

Sergio Lujan Universidad de Alicante

Manuel Palomar Universidad de Alicante

Marisa Zavas Universidad de Yalencia

Jesus Peral Universidad de Alicante

M. Farnieles Universidad de VWalencia

AL Pedrefio Universidad de Alicante
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Marisa Zayas Univ. YWalencia A Pedrefio Universidad de Alicante

Sources with inconsistent values /

Figure 0. Solving inconsistency into a common repository

The remainder of the paper is structured as follows: 7. Errors: Misspelling (apart frorthe written accent),
Section 2 outlines the origin of the problem and the typing or printing errors (absence of a character,
possible causes that give rise to the different variantsthai nt er change of a dj Gabieetetde char a
appear for the same term; Section 3 introduces our methodmagerd  @Gavindéte de imagen.
for reducing inconsistency found in existing databases; 8 . Use of di f f @niversidad dé angua
Section 4 explains the core of our study and details theAlicanted ( Sp arling hv)e rsri t aCdtald).Al ac an
technical aspects of our method; Section 5 provides an

evaluation of the method; and dilty, our conclusions are There has been great interest in studying the quality of
presented in Section 6. the information stored in databases for a long time [8, 9,

13], and diverse methods have been developed for the
2. Analysis of the Problem reduction of the inconsistency found in databases [11, 12].

After analysing several databases with information 3. Intuitive Proposal of a Method to Reduce

both in Spanish and in English, we have noticed that thethe Inconsistency Found in Databases
different values that appear for a given term are due to a
combinatio of the following causes: The method we propose in this paper improves our
o _ . . previous works [ 7] t hat wer e

1. The omission or inclusion of the written accent: automatic creation of authority files for bibliographical
fAsociacion Astrondmicéa d\socidtion Astronomica. Cata|ogues [1, 2] We have deH new distances,
2. The use of upperase and lowecase letters: developed different evaluation measures and employed a
fiDepartamento de Lenguajes y Sistemas Informatico® r ifferent clustering algorithm. These improvements result

fiDepartamento deshguajes y sistemas informatiéos in a better performance of the method.
3. The wuse of abbr ©ptd det i o OF agoiitm r@soIVed AIYtHeSprobldins detailed in
Derecho Civib  deparfamento de Derecho Ciwil. Section 2, except the fifth antiet eighth, which depend
4. Wor d Migueldle Cervanfées Saavedra o r on how different the two strings that represent the same
fCervantes Saavedra, Miguelale term are. The method that we propose can be divided into
5. Di fferent Udidad demReyisttoi Osfx §teps:

Sismoldgicé  dJnidadide Registro Sismida
6. Punctuation marks (e.g., hyphens, commas, 1. preparation It may be necessary to prepare the

semicolons,  brackets, exclamation —marks, etc.): strings before applying the clustering algorithm.
fiLaboratorio Multimedia (mmlald) 0 kabordtorio

Multimediai mmlat® .



2. Reading The following process is repeated for each  Theedit distanceor Levenshtein distand@D) [5] has

of the strings contained in the input file: been traditionally used in approximai&ing searching
Read a string and spellingerror detection and correction (causes 6 and
Expand abbreviations and acronyms 7). The LD of stringsx andy is defined as the minimal
Remove accents: e.gA substitutesA and A, and a number of simp@ editing operations that are required to
substitutes anda transform x into y. The simple editing operations
Shift string to loweicase considered are: the insertion of a character, the deletion of
Store the strig: If it has been stored previously, its a character, and the substitution of one character with
frequency of appearance is increased by one unit another. In our method, we have taken a uyiteost
3. Sorting The strings are sorted, in descending order, function for all the operations and for all of the characters.

by frequency of appearance. The LD of two stringsn andn in length, respectively, can

4. Clustering The most frequent string is chosen and it be calculated by a dynamic programming algorithm [4].
is compared to the resf the strings, using a measure of The algorithm require®(mn) time and space.
similarity. This process is repeated, successively, until all  If two strings contain theasne words (variant forms of

the strings have been clustered. the same term) but with a permuted word order (cause 4),
5. Checking The resulting clusters are verified and the the LD will not permit their clustering. To solve this
possible errors are located and corrected. problem, we introduce another distance that we call the

6. Updating The originaldatabase is updated. The invariant distance from word positiolDWP) [6]. It is
strings of a cluster are replaced bydéntroid basel on theapproximate word matchingeferred to in
[1]. To calculate the IDWP of two strings, they are broken
4. Technical Description of the Method up into words (we consider a word to be any succession of

digits and letters of the Spanish alphabet). The idea is to

In this section, technical aspects of our method arepair off the words so thatérsumof the LD is minimised.
described. We start by introducing a previous processinglf the strings contain different numbers of words, the cost
for obtaining better resultd Section 4.1. Section 4.2 of each word in excess is the length of the word.
describes how the similarity between two strings is We also use anodified IDWP(MIDWP). We add a
considered. Section 4.3 presents the algorithm itself andnew matching condition: if two strings fulfil Equation 1,
finally, Section 4.4 explains the last step of the method, we assume #y match perfectly (in that case, we consider
i.e., checking that the obtained clusters are correct. their LD is zero).

4.1. Previous Processing LD(x,y) ¢ 1+ X +|y] (1)
X
i 20

The strings undergo a previous processing to obtain
better results from the clustering. The objective of this o )
The last similarity measure we have employed is the

processing is to avoid the three first causes of the " L ;
appearance of different forms for the same term (see’ @ € € @1 d 0 s (JG) [l @ ftie ratioi oé thet matching

Section 2.1): .e., accents, lowezase/uppecase and  ‘WOrdsinxandyto all the words i andy:
abbreviations. The accents are eliminated, the string is
converted to lowecase and the abbreviations are _|X /EY| )

J - ’
expanded. |X C Y|

4.2. String Similarity
whereX is the set of words of the stringandY the set of
The similarity between any two strings must be Wwords ofy.
evaluated. There are seviesimilarity measures; in our In order to compare the abowgentioned measures, we
research, we employ five measures: Levenshtein distanc&€ed the JC subtracted from onei(IC). Besides, the
(LD), invariant distance from word position (IDWP), a LD, IDWP, and MIDWP are divided by ¢hlength of the
modified version of the previous distance (MIDWP), longest string. Thus, all the measures obtain a similarity
Jaccardos coefficient (Jc)valuefomdXxandyarethgisagme gipgptodgndygrg e  f o u |

previousmeasures (CSM). totally different). _ _ o
Finally, we also combine the four previous similarity

measures combined similarity measureCSM): we

! It is in general impossible to expand all the choose the minimum of the four similarity measures for
abbreviations: often names are represented by initials,every pair of strings.

sometines by only some of the initials, etc.




4.3. Algorithm

The goal of clustering is to find similarity between
strings and cluster them together based on a threshold
similarity between the strings.

In previous work [1, 2, 7], the clustering algorithm
employed is basically thdeader algorithm [3]. This
algorithm is chosen as opposed to more elaborat
algorithms (e.g.k-means algorithm Fisher algorithmn)
because they are slower and the number of clusters
unknown. The leader algorithmis very fast, requiring
only one pass through the data, but it has several negati

properties: the partition is not invariant under reordering
of the cases, the first clusters are always larger than th

later ones and the final numbef clusters depends on the

threshold values. This is due to the very algorithm: the

comparison between a new string and the existing cluste

is made only until a cluster that meets the condition ig

found, without considering the possibility that a bette
value of the criteria is met later, for another cluster.

The clustering algorithm we propose in Table 1
resolves the previous problem: it usesemtroid method

STEP 3. Begin wding with the clusterg ( = 1).
Calculate the distance between the striggand the
centroid of cluster;: d = D(s, ¢). Let the best cluster
pé, (b = 1).

STEP 4. Increasgby 1. Ifj >k, then go tdStep 7

eSTEP 5. If D§, ¢) <d, then let thdower distance bd =
D(s, ¢) and the best cluster be=j.

S

STEP 6. Return t&tep 4

e

STEP 7. Ifd < a, assign strings to clusterc,; recalculate
ehe centroid of clustes, and return tdstep 2

STEP 8. Increas& by 1. Create a new clusteg and
¢lassifys into the new cluster. Return &iep 2

The centroid of a cluster must be recalculated every
time a new string is assigned to the cluster. démroidis
chosen to minimise the suaf-squares criterion:

and the comparison for every string is made with all the
existing clusters for the time begin

The algorithm chooses the strings, from greater to
smaller frequency of appearance, since it assumes that the
most frequent strings have a greater probability of being
correct, and thus, they are taken as being representative ofheren is the number of strings assigned to the cluster
the rest. As seen in Bk 1, it depends on one parameter andC is thecentroidof the cluster.
a (threshold). The algorithm makes one pass through the
strings, assigning each string to the cluster wivesgroid 4.4. Revision and Updating
is closer and close enough (distance between the string
and thecentroidlower thana) and making a newluster The final step of the method consists of checking the
for cases that are not close enough to any existingobtained clusters and detecting possible errors to correct
centroid The distance D is calculated using one of the them. In the origial database, the strings of a cluster are

. , €)
a (D(s,C)",

i=1

similarity measures explained in Section 4.2.

Table 1. Clustering algorithm

Input:
S. Sorted strings in descending order by freque

(5:€ sw)
a: Threshold

Output:
C: Set of clusterscié c,)

Variables:
b,d, i j, k|

STEP 1. Begin with string; (i = 1). Let the number ¢
clusters bé = 1, classifys into the first clustec.

STEP 2. Increasiby 1. Ifi > m, stop.

replaced by itscentroid (it represents its cluster).
Therefore, all variants of a term are put together under a
single form. Thus, in searching processes, final users will
be confident that they have located alues relating to
the required term.

5. Experimental Results and Evaluation

We have used three files for evaluating our method.
They contain data from three different databases with
inconsistency problems: files A and B contain information
in Spanish, wite file C in English.

The method has been implementedGnand C++,
running inLinux.

5.1. File Descriptions



Table 2 gives a description of these three files. The Table 3. File consistency indexes

optimal number of clustef®NC) indicates the number of File FCI Standard FCI Standard
handcrafted clusters. The thresstl columns contain the WO deviation w deviation
number of single strings (not duplicated) with and without| A 0.311 0.298 0.127 0.269
the expansion of abbreviations, and the rate of reduction B 1.726 1.267 1.113 1.142
(on expanding the abbreviations, the number of singl C 0.337 1.181 0.319 1.136

strings is reduced, since duplicates are removed). We have
done all the tests with (W) and without (WO) expansion 5 2. Evaluation Measures
of abbreviations.

We have evaluated the quality of the produced clusters

_ ___ Table 2. File descriptions _ when our method is applied by using four measures that
Flle] Size | ONC| Stings | Stfgs | Stigs | Redudtion | are obtained by comparing theusters produced by our
(Bytes) e wo w ) method with the optimal clusters:
A 10,399 92| 234  234| 145 38.0
B | 1,717,708 92| 37,599 1,212 1,117 7.8 1. NC: number of clusters. Clusters that have been
c | 108608 57| 2206 119] 118 08|  generated.

o _ ) 2. NCC: number of completely correct clusters. Clusters
We have developed a coefficient (consistency index) that coincide with the optimal ones: they contain the same
that permits the evaluation of the complexity of a cluster: strings. From this nesure, we obtairPrecision NCC
the greater the value of the coefficient is, the more gjyvided by ONC.
different the strings that form the cluster are. A null value 3. N|C: number of incorrect clusters. Clusters that contain

consistency inde{Cl) of a cluster ofn strings is defined  Eyror: NIC divided by ONC.

as: 4. NES: number of erroneous strings. Strings incorrectly
clustered.
oo @
8 4 LD(x.x)
cl="2" j:ln . 200

s 180
a:'|_|XI| 160
e e

140
120
100
80
60 1
40

Thefile consistency indefCl) of a file that contains
m clusters is defined as the average of the comsigte
indexes of all the existing clusters in the file:

m (5) .
a Cl,
g 0 —
FCl :L. 0o 00 01 015 0,2 025 0,3 0,35 04 045 05 0,55
m
ONC NC WO NCC WO
The FCI of the files A, B and C are shown in Table 3. NC W NCCW

As the FCl is an average, the table also shows the standar
deviation. It is obvious that the clusters of fileaB2 more
complex than those of file A and C. In all cases, however,
the FCI is reduced when expanding the abbreviations,
since the discrepancies between the strings of a giver}in
cluster tend to diminish. With respect to file C, the
reduction of FCI when thabbreviations are expanded is
minimum, because the reduction of strings is not
appreciable: only 0.8% versus 38.0% (file A) and 7.8%
(file B), as it is shown in Table 2.

q:igure 1. NC and NCC vs. Threshold. File A with
and without expansion of abbreviations (CSM)

NC and NCC versus Threshold for File A with (W)
d without (WO) expansion of abbreviations, using the
CSM, are plotted in Figurel. The expansion of
abbreviations diminishes NC and increases NCC.

5.3. Evaluation and Discussion

As we have already mentioned, the clustering
algorithm depends on one parametgy. (We have done



all the tests on setting its value from 0.0 to 0.599.091 Table 8 shows highest precision and the corresponding

steps. error obtained for files A, B, and C when the CSM is
We compare the performance of the five similarity employed. Files A and C have betpeecision than file B

measures. The result of the experiments using files A andbecause their clusters are less complex: files A and C have

C are shown in Tables 4, 5, 6 and 7. The tables show the FCI around 0.3, whereas file B has a FCI of 1.7 (WO)

highest precision rate and the corresponding errorand 1.1 (W).

obtained in each file whethe LD, IDWP, MIDWP and

JC are used. The corresponding threshadd élso Table 8. CSM
appears. File a Precision Error
Note that the expansion of abbreviations improves the (%) (%)
precision and diminishes the error. Moreover, the best A | WO | [0.236, 0.249] 81.5 8.6
precision, with a lower error, is obtained at a lower W [0.147, 0.151] 89.1 0
threshold B | WO | [0.270, 0.288] 71.7 9.7
w [0.174,0.176] 77.1 2.1
— aTab'e 4. '-F'?recision — C |WO | [0.143,0199] | 842 17
%) %) w [0.097,0.119] 84.2 0
A | WO 0.311 76.0 8.6 In Table 9, we show the precision and error obtained in
W [0.146, 0.151] 83.6 0 our previous works [7]. The test files A, B and C are the
C | WO | [0.159, 0.199] 84.2 1.7 same of this paper. If thishke is compared to Table 8,
W | [0.100, 0.127] 84.2 0 you can see the new method achieves better results: the
precision increases and the error keeps very similar values
Table 5. IDWP or even diminish.
File a Precision Error
(%) (%) Table 9. Precision and Error in previous works
A | WO | [0.334,0.344] 81.5 10.8 File Precision (%) Error (%)
W [0.160, 0.166] 84.7 0 A WO 70.7 7.6
C | WO | [0.143, 0.227] 82.4 1.7 W 84.8 0
w [0.072,0.119] 82.4 0 B WO 67.4 8.7
wW 72.8 6.5
As you can see in Table 6, File A obtains the higher c | wo 85.9 1.7
precision (89.1%) when the MIDWP with the expansion W 84.2 17
of abbreviations is employed. However, as seen in Table
7, File C obtains it (89.4%) when the J@thout the We compare the effect of the expansion of
expansion of abbreviations is used. abbreviations in Figure 2. It shows Precision versus
Threshold for File A with (W) and without (WO)
: Table 6. MIDWP expansion of abbreviations using the CSM. Iséen that
File a Precision | Error the expansion of abbreviations produces the maximum
(%0) (%0) precision (90%) at a threshold of 0.15. From a threshold
A | WO | [0.276,0.277] 80.4 9.7 of 0.25, the expansion of abbreviations does not influence
W | [0.153, 0.166] 89.1 0 the precision as observed in the figure.
C | WO | [0.143,0.227] 82.4 1.7
W [0.072, 0.119] 82.4 0
Table 7. JC
File a Precision Error
(%) (%)
A | WO | [0.400, 0.416] 72.8 6.5
W [0.286, 0.299] 85.8 0
C | WO | [0.471, 0.499] 89.4 1.7
w [0.471, 0.499] 87.7 1.7
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Figure 2. Precision vs. Threshold. File A with and Figure 4. Precision and Error vs. Threshold. File
without expansion of abbreviations (CSM) B with and without expansion of abbreviations

(CSM)

Figure 3 shows Precision versus Threshold for File C
without expansion of abbreviations using different 6, Conclusions and Work in Progress
similarity measures. The JC obtains the maximum value
(90%). All the measures, except the JC, have a similar  Referential integrity provided by relational database
behaviour: they start at the same level (75%), rise until management systems prevents users or applications from
85% and then plunge until 20%. However, the JC remainsentering inconsistent data. Databases with an inadequate
Steady over 75% for all the threshold values. design may Suﬁer da‘[a redundancy and incm
This paper has discussed techniques for improving data
quality by clustering different values that refer to the same
term and replacing them with a unique form. So, we have
presented an automatic method for reducing on the
inconsistency found in exiag databases. The method we
have proposed achieves successful results with a
considerably low error rate, although it does no eliminate
the need to review the clusters obtained.

The expansion of abbreviations improves on the results
in most cases, but weve detected some cases in which it
actually makes the results worse. In addition, we have
seen that the combined use of four similarity measures
(Levenshtein distanceinvariant distance from word
position modified IDWR and Jaccar dés) coeff
normelly obtains the best performance.

The final number of clusters strongly depends on the
threshold value fixed by the user. A very small threshold
Figure 3. Precision vs. Threshold. File C without (conservative) will produce a large number of small
expansion of abbreviations (different measures) clusters, meanwhile a very large (aggressive) one will

produce a small number of large clusters. Based on the

Finally, from Figure 4 it can be again seen that the data obtained in our research, we propose the use of a
expansion of abbreviations influences the precision at athreshold between 0.1 and 0.25.
low threshold, but from a threshold of 0.25, the influence  Other algorithms likek-meanscan not be applied to
is impereptible (the behaviour is very similar to Figure this problem because the number of clusters is unknown
2). Also, note that there is not error when the threshold is(k-means equires the number of clusters to be specified
lower than 0.15. beforehand).

Currently, we are working on improving the algorithm
in order to cluster the multilingual values. We are




