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Abstract: The present work proposes the application of machine learning techniques to predict
the final grades (FGs) of students based on their historical performance of grades. The proposal
was applied to the historical academic information available for students enrolled in the computer
engineering degree at an Ecuadorian university. One of the aims of the university’s strategic plan is
the development of a quality education that is intimately linked with sustainable development goals
(SDGs). The application of technology in teaching–learning processes (Technology-enhanced learning)
must become a key element to achieve the objective of academic quality and, as a consequence,
enhance or benefit the common good. Today, both virtual and face-to-face educational models promote
the application of information and communication technologies (ICT) in both teaching–learning
processes and academic management processes. This implementation has generated an overload of
data that needs to be processed properly in order to transform it into valuable information useful for
all those involved in the field of education. Predicting a student’s performance from their historical
grades is one of the most popular applications of educational data mining and, therefore, it has
become a valuable source of information that has been used for different purposes. Nevertheless,
several studies related to the prediction of academic grades have been developed exclusively for
the benefit of teachers and educational administrators. Little or nothing has been done to show the
results of the prediction of the grades to the students. Consequently, there is very little research
related to solutions that help students make decisions based on their own historical grades. This
paper proposes a methodology in which the process of data collection and pre-processing is initially
carried out, and then in a second stage, the grouping of students with similar patterns of academic
performance was carried out. In the next phase, based on the identified patterns, the most appropriate
supervised learning algorithm was selected, and then the experimental process was carried out.
Finally, the results were presented and analyzed. The results showed the effectiveness of machine
learning techniques to predict the performance of students.

Keywords: educational data mining; learning analytics; machine learning; big data; prediction grades

1. Introduction

Quality education is one of the Sustainable Development Goals (SDGs) approved by the United
Nations forum in 2015 [1] and is a fundamental challenge to support sustainable development
worldwide. A key element that must be taken into account when talking about sustainable development
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is the principle of equal opportunities. In the educational field, this principle consists of guaranteeing
every person the same possibilities in terms of access and completion of studies [2]. Student desertion
in higher education is a critical issue that requires a global analysis. The dropout rates of university
students generate a waste of resources for all actors in the education sector and even affect the evaluation
processes of the institutions. In fact, the dropout rate is higher among engineering students [3]. In
the present study, it is proposed to carry out predictive analysis of the final grades (FGs) of computer
engineering students that will support the processes of academic quality and thus mitigate the student
dropout rate. Efforts to transform our societies must prioritize education. Teachers and educational
administrators must develop their understanding of sustainability and their ability to improve the
curriculum and implement systems that allow for expanded learning opportunities [4].

In this sense, higher education institutions need to work on the development of educational
models that emphasize the use of information and communication technologies (ICT), which could
function as support tools for equal opportunities and social responsibility.

From this perspective, the application of ICT in educational environments is imperative because
it can contribute significantly to the improvement of the teaching and learning process, as well as
encourage the process of knowledge construction [5]. The application of technology in teaching-learning
processes is known as Technology-enhanced learning (TEL). This term is used to describe the use of
digital technology aimed at improving the teaching-learning experience. TEL has become relevant
due to the emergence of a huge number of technological resources that help the development of
critical thinking in students [6]. TEL incorporates many emerging technologies, including learning
management systems (LMS), mobile learning applications, virtual and augmented reality interventions,
cloud learning services, social networking applications for learning, video learning, robotics, data
mining, and so forth [7].

According to the results of a study about the sustainability of higher education and the TEL [6],
we must be very cautious when defining the necessary conditions for technology to serve as a benefit
and not as an obstacle to teaching and learning. For instance, training teachers and educational
administrators to develop predictive analytical competence is vital for measuring the potential results
of the use of technology [8].

All the technologies mentioned above, which are being applied with ever greater impact on the
educational field, generate and store a vast amount of data that is ubiquitously available [9]. This
amount of data has exceeded the capacity for processing and analysis through conventional means. To
fulfill the task of data analysis, it is necessary to work with new specific technologies, such as big data,
intelligent data, data mining, and text mining, among others. The convergence of these technologies
with educational systems will allow the analysis of these data and transform it into useful information
for all stakeholders [10].

Educational data mining (EDM) and learning analytics are emerging disciplines that guide the
process of analyzing educational data. This analysis is done through a variety of statistical methods,
techniques, and tools, including machine learning and data mining. The objective of learning analytics
is to provide an analysis of the data that originates in the educational repositories, as well as in the LMS,
in order to understand and optimize the learning process and the environments in which it occurs [11].

There are several studies [9,11–14] that have proposed different classifications related to the
use of data mining in educational environments. Among the most representative classifications are
the following: Analysis and Visualization of Data; Providing Feedback for Supporting Instructors;
Recommendations for Students; Predicting Student’s Performance; Student Modeling; and Social
Network Analysis. In the present work, we focused on the Predicting Student’s Performance, one of
the most popular EDM applications. The objective of the prediction is to estimate an unknown value
of a variable from historical data related to it. In the present work, this variable is related to the grades
and performance of students. That is, the estimation or prediction of student grades proposed is based
on multiple historical academic characteristics that describe the student’s behavior [15].
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Based on these principles, the main objective of this work was to predict the grades of the students
according to several characteristics of their academic performance. This was done by establishing
dashboards to track the students individually, by subject, by area, etc. The expected consequence of
this tracking is to decrease the dropout rate, as well as provide real-time student follow-up to improve
the education system. The early identification of vulnerable students who are prone to drop out their
courses is essential information for successfully implementing student retention strategies. The term
student retention rate refers to the rate of students in a cohort who have not abandoned their studies
for any situation. This rate is increasingly important for university administrators, as this directly
affects graduation rates [16]. Once these students have been identified, through different prediction
techniques, it will be easier to provide them with proper attention to prevent these students from
abandoning their studies. Even early warning systems can be planned and designed to support student
retention rates [17].

The case study analyzed in the present work will allow evaluating the effectiveness of the proposed
method since educational administrators will obtain a validated alternative to replicate it in all the
faculties of the university. By scaling the project for all the university’s careers, the total data to
be analyzed would be 16,000 students, each with an average of eight subjects and with three PGs
(PGs) for each subject. This amount of data, together with the need for immediate visualization, puts
us in front of two problems that are referenced when talking about big data issues: “volume” and
“velocity” [18]. In other words, we are faced with such a large amount of data that traditional data
processing applications cannot capture, process, and—finally—visualize the results in a reasonable
amount of time. Big data emerged with the aim of covering the gaps and needs not met by traditional
technologies [19]. In higher education, it is fundamental that both teachers and students have updated
information, preferably in real time, to make timely decisions and corrective actions. The scaling up in
the magnitude of data analyzed will lead in the future towards the design of a big data project.

The document is organized as follows. Section 2 presents the related studies that contribute to the
conception of the problem and an evaluation of the techniques and methodologies used. Section 3
describes the materials and the method used. The first phase of the method emphasizes the data
collection and the preprocessing process; the second phase presents the selection of the machine
learning method; the third phase corresponds to the experimental process and results analysis; in the
fourth phase the process of data visualization is described. Finally, Section 4, includes the discussion
and conclusions of the contributions presented in this research.

2. Related Work

There is an extensive range of EDM-related work, where many interesting approaches and tools are
presented that aim to fulfill the objectives of discovering knowledge, making decisions and providing
recommendations. Below, we describe some of them that have served as a source of information for
the present work.

In a study concerning the application of big data in the educational field [20], it can be seen that
big data techniques can be used in various ways to support learning analytics, such as performance
prediction, attrition risk detection, data visualization, intelligent feedback, course recommendation,
student skill estimation, behavior detection, and grouping and collaboration of students, among others.
In this study, the functionality of predictive analysis is emphasized, which is oriented to the prediction
of student behavior, skill and performance.

In a study carried out at the university Northern Taiwan [21], the learning analytics and educational
big data approaches were applied with the objective of making an early prediction of the final academic
performance of the students in a course of calculation. This study applied principal component
regression to predict students’ final academic performance. In this work, variables external to the
course, such as video-viewing behaviors, out-of-class practice behaviors, homework and quiz scores,
and after-school tutoring, were included.
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In a study about the factors that impact on the correctness of software [22], it is concluded that,
when working with data mining in educational environments, two types of data analysis are generally
used: approaches based on predictive models and approaches based on descriptive models. Predictive
approaches generally employ supervised learning functions to estimate unknown values of dependent
variables [23]. By contrast, descriptive models often use unsupervised learning functions in order to
identify patterns that explain the structure of the extracted data [24].

The methods of collaborative filtering have become a novel technique to predict the performance
of a student in future academic years, depending on their grades. In the educational field, collaborative
filtering methods are based on the hypothesis that student performance can be predicted from grade
history of all courses or modules successfully completed. An evaluation of grade prediction for
future academic years is presented in Reference [25] using collaborative filtering methods based
on probabilistic matrix factorization and Bayesian probabilistic models. The prediction model was
evaluated in a simulated scenario based on a set of real data of student grades between the years 2011
to 2016 in a higher education institution in Macedonia.

In another work [26], the application of collaborative filtering methods was also identified, where
the objective was to predict the performance of students at the beginning of an academic period, based
on their academic record. The approach is based on representing student learning from a set of grades
of their approved courses, in order to find students with similar characteristics. The research was
conducted on historical data stored in the information system of Masaryk University. The results show
that this approach is as effective as using commonly used machine learning methods, such as support
vector machines.

In other research, the authors propose the development of methods that use historical datasets of
student grades by courses, with the objective of estimating student performance [27]. Their proposal
was based on the use of dispersed linear models and low-range matrix factorizations. The work
evaluated the performance of the proposed techniques in a set of data obtained from the University of
Minnesota that contained historical grades of a 12.5-year period. This work showed that focusing on
course-specific data improves the accuracy of grade prediction.

In Reference [28], a novel approach is proposed that uses recommendation systems for the
extraction of educational data, especially to predict the performance of students. To validate this
approach, recommendation system techniques are compared with traditional regression methods,
such as logistic or linear regression. An additional contribution of the work is the application of
recommendation system techniques, such as matrix factorization in the educational context, in order to
predict the future performance of students.

In one research study [29], academic data were collected from different secondary schools in
the district of Kancheepuran, India. They used decision trees and naïve Bayes algorithms to run the
classification of students. The study concluded the following:

• The parents’ occupation, and not the type of school, played an important role in predicting the FG.
• The decision tree algorithm was best for student modeling.
• The FG for upper secondary students could be predicted from the students’ previous data.

Regarding big data, the opportunities and benefits that it offers for education have recently been
studied. An analysis of the relationship between big data and educational environments has been
presented in Reference [30]. The work focuses on the different methods, techniques, tools, and big data
algorithms that can be used in the educational context in order to understand the benefits and impact
that can cause in the teaching and learning process. The discussion generated in this document suggests
that the incorporation of an approach based on big data is of crucial importance. This approach can
contribute significantly in the improvement of the learning process, for its implementation must be
correctly aligned with the learning needs and the educational strategies.

A smart recommendation system based on big data for courses of e-learning is presented in
Reference [31]. In this article, the method of rules of association is applied in order to discover the



Sustainability 2019, 11, 2833 5 of 18

relationships between the academic activities carried out by the students. Based on the rules extracted,
the most appropriate course catalog is defined according to the behavior and preferences of the student.
Finally, in this work, a recommendation system was implemented using technologies and big data
tools, such as: Spark Framework and Hadoop ecosystem. The results obtained show the scalability
and effectiveness of the proposed recommendation system.

3. Materials and Methodology

In the present work, a methodology guided by the steps described in Figure 1 is used:

1. The collection and data cleansing of historical datasets of student grades takes place.
2. The methods of machine learning and data mining are selected.
3. The model for predicting student grades is generated from previously processed data.
4. The results obtained are analyzed and visualized.
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3.1. Data Description

The dataset used for the present work is composed of the academic records of 335 students. The
total number of historical records of students’ grades was 6358, which corresponds to all the subjects
taken by this group of students. The periods analyzed were from the semester 2016-1 to the semester
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2018-2 in the Computer Systems Engineering Degree of a university in Ecuador. In addition, the dataset
comprises a total of 68 subjects organized into seven knowledge areas (Programming and Software
Development, Mathematics and Physics, Information Network Infrastructure, Electronics, Databases,
Economy—Administration, General Education—Languages), as can be seen in Figure 2. In addition,
Figure 2 shows the number of subjects by areas of knowledge. According to the educational model used
by the university, curricular coherence is vertically aligned in each of the seven areas of knowledge,
that is, what students learn in the course or module is used as the basis for the next academic course.
However, it is important to point out an exception, since the transversal knowledge areas, such as
Economics—Administration and General Education are more aligned horizontally, where there are no
such strong dependencies in different subjects and academic years.
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Figure 2. Subjects by area of knowledge.

The data were extracted from the institution’s academic management system and stored in CSV
format file. This information was periodically retrieved from the university’s grades system and stored
in an integrated data repository. From this repository, some dashboards useful for the stakeholders
were built. Table 1 shows a sample of the dataset. In order to pass a subject, the student must obtain a
FG (FG) equal to or higher than 6. The FG is composed of three partial components (i.e., PG) weighted
differently: PG1 is 35%; PG2 is 35%; and PG3 is 30%. This formula applies equally to all subjects and is
a curricular definition for the entire university.

Table 1. Sample of the dataset.

Academic Period Subject Name PG1 PG2 PG3 FG Area Situation

2016-1 General Physics 8.0 4.4 6.3 6.2 Mathematics and Physics Pass
2017-1 Communication Theory 6.0 5.6 5.3 5.7 Infrastructure Fail
2017-1 Digital Electronics 4.4 8.1 6.9 6.4 Electronics Pass

In the data preprocessing phase, duplicate records and null value records in components PG1,
PG2, and PG3 were eliminated. In addition, in this phase the subjects of the knowledge areas
Economy—Administration and General Education—Languages were eliminated. Another important
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task was executing a process to anonymizing the data that was carried out to comply with international
data protection standards. This process consisted of eliminating or substituting the personal data fields
(identification number, names, and surnames) of both students and teachers.

Before the dataset was loaded into the WEKA (https://www.cs.waikato.ac.nz/ml/weka/) (Waikato
Environment for Knowledge Analysis) machine learning software to carry out a series of experiments,
it was of interest to observe and study the dataset in terms of visual graphs. Figure 3 shows the
evolution of student grades from the first semester of 2016 to the last semester of 2018, showing the
four-color lines for every grade PG1, PG2, PG3, and FG.
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It is striking to verify that in general, there is a trend of similar grades by area. Inclusive, as can be
seen in some interesting deviations that have been highlighted with a red circle. These peaks represent
ascending and descending trends in grades by area of knowledge. It is possible to think that this could
be due to virtual groupings (similar grades are obtained in the same area) by professors of subjects
within the same area. Or, it could even be due to similar criteria in the evaluation of these professors
who belong to the same area.

It is interesting to deepen the analysis, since, after consulting the course coordinators of the
knowledge area, at first glance, it seems that these similar peaks of grades graphed in Figure 3 respond
to a coincidence. For the analysis, it must be taken into account that a subject, in a certain area of
knowledge, can be taught by different professors. In addition, in spite of the fact that the evaluation
criteria are uniformly managed in the university, each teacher applies the academic freedom in their
evaluation methods.

In Figure 3, some interesting deviations are highlighted with a red circle, with first highly
descending peaks and then two others as highly ascending. It is worthwhile studying what these
situations might be due to. At first, it seems the explanations could have to do with students attaining
good grades in their first tests and then their grades deteriorating as the course advances. That might
be the reason why PG3 decreased and vice versa with the last two red circles that show that the students
at the end studied harder to get a better FG. In addition, there is an important factor that, since the
semester 2018-1, the percentage weightings of each PG changed:

From 2016-1 to 2017-2, the FG was calculated as follows:

FG = PG1 × 0.35 + PG2 × 0.35 + PG3 × 0.30

In these periods, students put their greatest interest (and effort) at the beginning of the course,
PG1 and PG2. In many cases, just with these two PGs, they were able to pass the subject (although

https://www.cs.waikato.ac.nz/ml/weka/
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with the minimum mark required) and, therefore, neglected their academic performance in the PG3.
For this reason, as of semester 2018-1, the FG is calculated as follows:

FG = PG1× 0.25 + PG2 × 0.35+ PG3 × 0.40

From this semester, it was observed that students improved their grades in PG3. Figure 4 shows
all the data loaded graphically to more easily appreciate the correlation between all the columns with
respect to the final result (pass or fail the course, column “Situation”; red = “fail”, blue = “pass”).
The aim of this figure is to show dashboards where it is possible to measure the influence of and
relationship between every particular feature regarding the FG (Situation). Evidently, there are cases
where that correlation is clearly identifiable. This FG, named “Situation”, shown in Figure 4, clearly
identifies (almost with a perfect line) that up to 5.6, the FG will be “fail”, whereas over this value, the
FG will be “pass”.
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Most of the remaining dashboards are not as straightforward to interpret. They often show mixes
of “red & blue” to confuse the correlation. Of course, there are general signs of these indicators, like
the PGs (PG1–PG3), which indicate a trend to blue when the value increases, and they are red when
the value is low. In fact, this is the clear objective of an indicator, obvious and concise.

It is also worthwhile mentioning the variables “Area” and “Code Subject”, as it is widely believed
that a particular area, as well as a specific subject, have a direct connection with the FG. The dashboard
of “Code Subject” is harder to explain due to the high number of subjects. We could appreciate higher
concentration of red in the central area, whereas at the beginning and just after the middle, there is a
good proportion of blue. Nevertheless, there will be always a majority of blue as the classes (pass and
fail) are totally unbalanced (5067 vs. 1291, respectively), as can be seen in Figure 5.
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3.2. Selection of Machine Learning Techniques

In this research, we used data mining and machine learning techniques to provide an accurate
prediction method for historical dataset of student grades. On the historical dataset of the student
grades in the Computer Systems Engineering Degree, supervised learning techniques were applied to
determine a predictive model that would lay the foundations for the future development of a system
of recommendations for the students. Predicting the academic performance of students is considered
one of the most common problems and, at the same time, represents a complex task of educational
data mining.

Classification is the most widely used data mining technique, and this technique is applied
over pre-classified data records in order to develop a predictive model that can be used to classify
unclassified data records. This technique can be executed through the application of the decision tree
algorithm. The process includes two steps: learning and classification [29]. In the learning step, the
training dataset is analyzed using the chosen classification algorithm. The main benefit of applying the
decision tree algorithm is that its results can be easily interpreted and explained, thanks to its graphical
representation that summarizes a model of implicit decision rules.

3.3. Experimental Process

In the experimental phase, before applying machine learning tools, a study was carried out to
group the information in order to identify groups of students with a certain pattern of behavior. The
task of grouping data is particularly important since it is usually the first step in data mining processes.
From this task, it is possible to identify groups with similar characteristics that can be used as a starting
point to explore future relationships.

In a second phase, using the decision tree algorithm, some tests were done with the students’
grades. For example, in a first test the grades of the (PG3) were eliminated in order to make a prediction
of the (FG). With this test it was expected to identify the number of students who passed the subjects
without this component. Then a prediction was attempted with the PG2 component eliminated. The
results found are shown in the following section.
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3.4. Data Visualization

The main purpose of data visualization is to present all the characteristics of the dataset through
graphical representations. The visualization of data in a graphical format constitutes an element of
support, so that the results of a process of data analysis are shown in an intuitive way for students,
teachers or educational administrators. The data visualization process can be described in general
terms in the following steps: obtain and debug the data; select the data visualization structure; load
the data into the selected application; display the data in dashboards; and, finally, refine the process of
visualization [32].

4. Results

In engineering degrees, it is not common to find regular students, that is to say that they pass
consecutively all the subjects of various academic levels planned in the curriculum. With the historical
dataset of student grades, a combination of variables was performed in order to obtain a group of
students that have common attributes and on which some type of analysis can be carried out before
applying machine learning algorithms. After combining student grades, subjects, and academic years,
only four regular students were identified who have taken and passed the same subjects up to 6th
semester; this is 37 subjects, which is equivalent to 62% of the total subjects (68) of the curriculum.
As previously explained, 19 subjects were eliminated from certain knowledge areas of transversal
training. Figure 6 shows the variation of the FG of the four students over six semesters and 19 subjects.
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These four students belong to the group that started the degree in the 2016-1 semester (2016-1
cohort). The number of students identified is very low, considering that in this cohort there was a new
enrollment of 67 students, as can be seen in Table 2. That is, only 6% of students have managed to
advance in the curriculum without failing any subject until the sixth semester (37 subjects). Table 2
shows the cumulative number of students who have dropped out of their studies corresponding to
some cohorts, the attrition analysis is done at 6, 12, 18, 24, 30, and 36 months. The student dropout rate
represents the number of students who drop out of their studies for different reasons. These reasons
can be of an academic, economic, or personal nature. There are special cases in which students leave
their studies for a certain time and then re-enroll. In these cases, the dropout rate takes atypical values,
as can be seen in Table 2 in the academic period 2017-1, where the dropout number at 24 months (25) is
lower than the dropout rate at 18 months (26).

Taking the 2016-2 cohort as a reference, an analysis was made of the peaks highlighted in Figure 6.
The first subject observed with a low peak in the FG was Data Structures (ACI220). Figure 6 indicates
that all the students lowered their FGs in this subject, with the FG near 6. Table 3 shows the statistical
data of the subject (Data Structures) in the different periods of study. It was observed, in relation to the
pass rates, that the subject has had a positive evolution throughout the semesters analyzed. The fail
rate was reduced from 35% in the semester 2016-1 to 17% in the semester 2018-1.
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Table 2. Dropout number per cohort.

Academic
Period

Total New
Enrolment

Dropout 6
Months

Dropout
12 Months

Dropout
18 Months

Dropout
24 Months

Dropout
30 Months

Dropout
36 Months

2016-1 67 12 21 29 32 36 38
2016-2 29 6 14 17 17 19
2017-1 57 13 25 26 25
2017-2 20 4 4 5
2018-1 68 16 24
2018-2 35 9

Table 3. Statistics of subject Data Structures (ACI220).

Criteria Statistics 2016-2 Statistics 2017-1 Statistics 2017-2 Statistics 2018-1

Total new enrolment 51 37 46 18
Average of grades 5.8 5.6 6.3 7.4

Pass rate 65% 65% 72% 83%
Fail rate 35% 35% 33% 17%

The second subject analyzed was Operating Systems II (ACI740) in the semester 2017-2; this
subject has a peak of high FGs. Table 4 shows the statistical data of the subject in the different periods
analyzed. It is interesting to consider some aspects identified around this subject. The subject has been
taught by the same teachers in the three analyzed periods. The number of students per section is low in
relation to other subjects. The average of pass rate of the subject is higher in relation to other subjects.

Table 4. Statistics of subject Operating Systems (ACI740).

Criteria Statistics 2017-2 Statistics 2018-1 Statistics 2018-2

Total new enrolment 27 26 40
Average of grades 7.0 6.3 7.4

Pass rate 89% 70% 100%
Fail rate 11% 31% 0%

After the preliminary analysis, it became imperative to analyze the student retention and dropout
values of the degree under study. Figure 7 shows the student retention and dropout rates accumulated
for each cohort that began their studies in the academic periods we analyzed in this work. Figure 7
shows the retention and dropout rates at 6, 12, 18, 24, 30, and 36 months. When the rates are
accumulated, it was observed that the cohort that began their studies in the semester 2016-1 had 29
students remaining after three years. The educational authorities must focus on these statistical data in
order to implement actions that allow the dropout rate to be reduced.Sustainability 2019, 11, x FOR PEER REVIEW 12 of 18 
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4.1. Initial Situation: All Attributes

Figure 8 presents the first experiment carried out. The rule obtained by the decision tree is not
very useful, as the tree in itself is very simple. However, the main feature retrieved, as we expected,
was that a student needs to achieve over 5.9 grade to pass the subject.
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Table 5 shows the accuracy, as well other measures, including the confusion matrix, obtained for
this first experiment shown in Figure 8.

Table 5. Values for the accuracy of the decision tree and the confusion matrix using all attributes.

Correctly Classified Instances 6358 100%

Incorrectly Classified Instances 0 0%

=== Confusion Matrix ===

a b <– classified as
1291 0 |a = Fail

0 5067 |b = Pass

4.2. Without Final Grade

As verified in the previous section, the first step is to run the decision tree with all the available
input attributes. The analysis is that only the input variable of PGs are taken into account to predict
whether the student will pass or not. Therefore, the next step is to remove this variable to check the
incidence of the rest of the variables and their correlation in the final result. For this reason, in the
following experiments, different tests were carried out, gradually eliminating some of these variables
and assessing their weight in relation to the final prediction (if the student will pass or fail).

Figure 9 shows the confusion matrix obtained for this first experiment. On the other hand, Table 6
shows additional measures related to the results of the execution of the decision tree algorithm. The
decision tree of Figure 9 offers a high accuracy, in spite of the FG being removed. Furthermore, the
decision tree in itself provides good visual rules where is obvious to observe the influence of the input
variables and their correlation with the FG. To go one step further, within the next subsection, we will
explore the effect of PGs by removing some of them.

Table 6. Values for the accuracy of the decision tree and the confusion matrix without the FG.

Correctly Classified Instances 6139 96.5%

Incorrectly Classified Instances 219 3.5%

=== Confusion Matrix ===

a b <– classified as
1122 169 |a = Fail
50 5017 |b = Pass
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4.3. Without PGs

In these experiments, we took out the PGs PG3 and PG2, respectively. Here, the objective with
these tests was not only to build diverse decision trees—which in itself is great as it will provide us
new rules and patterns—for every test, but most importantly, to weigh the significance of every PG,
PG1–PG3. These results can be seen in Table 7.

Table 7. Values for the accuracy of the decision trees (without PG3 and PG2, respectively) and the
confusion matrix.

Correctly Classified Instances 5815 91.5%

Incorrectly Classified Instances 543 8.5%

=== Confusion Matrix ===

a b <– classified as
961 330 |a = Fail
213 4854 |b = Pass

Correctly Classified Instances 5915 93%

Incorrectly Classified Instances 443 7%

=== Confusion Matrix ===

a b <–classified as
937 354 |a = Fail
89 4978 |b = Pass

What is really striking in these last experiments is the creation of clear and coherent decision trees
and, consequently, the usefulness of the acquired decision rules. This allows a study on the PGs to
determine which are the most decisive. For example, in Figure 10, the root of the decision tree shows
that when PG2 is lower or equal than 5.7 and PG1 greater than 6.2, then the student will either fail if
PG2 is lower than or equal to 4.0, or otherwise pass. With this information, teachers can build action
plans of individualized learning for students classified under this rule. Figure 11 shows a similar
decision tree, slightly more complex, where we are able to find patterns and rule analogously to the
previous example of Figure 10; the difference in this test is that PG2 was removed, and we used the
PGs PG1 and PG3.
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4.4. Students Follow-Up

In this last subsection of the experimentation, we intend to address, possibly the most complex
aspect, concerning student follow-up. For this challenge, we tried to predict the results of the students
in the last year based on the results obtained in the previous academic courses (Figure 12).
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We used a subset of the original dataset, including only students who belong to the database
area, where the subjects are obviously similar. Figure 12 shows the decision tree we obtained with this
experiment, and Table 8 shows the results achieved.

Table 8. Values for the accuracy of the decision tree and the confusion matrix.

Correctly Classified Instances 371 93%

Incorrectly Classified Instances 28 7%

=== Confusion Matrix ===

a b <– classified as
59 19 |a = Fail
9 312 |b = Pass
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Table 9 shows the classification errors for the last academic year. The decision tree predicts that a
particular student (i.e., instance 166) will fail, whereas the current situation is that the student will pass.

Table 9. Classification errors for the last academic year.

Instance: 166 Instance: 182

Academic period: Sem 2018-1 Academic period: Sem 2018-1
Subject: ACI770- Multidimensional Database Subject: ACI770- Multidimensional Database
PG1: 6.0 PG2: 8.0 PG3: 4.9 PG1: 8.7 PG2: 4.7 PG3: 5.6
Predicted Situation: Fail Predicted Situation: Fail
Situation: Pass Situation: Pass

Instance: 187 Instance: 247

Academic period: Sem 2018-2 Academic period: Sem 2018-2
Subject: ACI530-Database I Subject: ACI630- Database II
PG1: 4.6 PG2: 7.8 PG3: 5.7 PG1: 5.8 PG2: 5.4 PG3: 6.6
Predicted Situation: Fail Predicted Situation: Fail
Situation: Pass Situation: Pass

Instance: 300

Academic period: Sem 2018-2
Subject: ACI810- Database Administration

PG1: 6.1 PG2: 5.9 PG3: 5.9
Predicted Situation: Fail
Situation: Pass

We have to find the reason among PGs. This instance has a lower qualification for a PG of 4.9.
A similar explanation could be applied for instances 182 and 187, both of them with some PG below 5.
Something more unknowable happens with instance 247, as well as 300, as they have PG not below 5
but still between 5 and 6. Therefore, these are the typical instances that belong to the outlier definition,
between classes.

In Table 10, we can find the opposite perspective. Now, the decision tree predicts that a particular
student (i.e., instance 160) will pass, whereas the current situation is that the student will fail. Again, it
is important to depict and describe these results which depend on the PG. The system predicts that the
student passes because some of the partial qualifications are high: instances 160, 233, and 238 are only
low in PG3, although quite lower compared to the former PG1 and PG2.

Table 10. Classification errors for the last academic year.

Instance: 160 Instance: 233

Academic period: Sem 2018-1 Academic period: Sem 2018-2
Subject: ACI770- Multidimensional Database Subject: ACI630-Database II
PG1: 6.1 PG2: 6.0 PG3: 2.9 PG1: 7.7 PG2: 6.1 PG3: 4.0
Predicted Situation: Pass Predicted Situation: Pass
Situation: Fail Situation: Fail
Situation: Pass Situation: Pass

Instance: 235 Instance: 238

Academic period: Sem 2018-2 Academic period: Sem 2018-1
Subject: ACI530- Database I Subject: ACI630- Database II
PG1: 6.5 PG2: 5.7 PG3: 5.4 PG1: 7.0 PG2: 6.8 PG3: 4.3
Predicted Situation: Pass Predicted Situation: Pass
Situation: Fail Situation: Fail

Instance: 279 Instance: 358

Academic period: Sem 2018-2 Academic period: Sem 2018-2
Subject: Aci630- Database II Subject: ACI040- Database certification
PG1: 5.9 PG2: 6.5 PG3: 5.3 PG1: 5.4 PG2: 6.0 PG3: 5.0
Predicted Situation: Pass Predicted Situation: Pass
Situation: Fail Situation: Fail



Sustainability 2019, 11, 2833 16 of 18

5. Discussion and Conclusions

We carried out a complete series of experiments with the aim of establishing the best correlations
between the input variables and the result, which is the prediction of whether the student will pass a
certain subject or not.

The first and direct experiment was to use the FGs, but this fact did not represent a big step of
our system (Figure 8). This was the reason why we used the PGs (Figures 9–11) that were the most
influential variables. With all the PGs, we obtained a high accuracy for predicting the FG (or, to be more
precise, the final situation, i.e., pass or fail) of 96.5%. If we removed PG3, the accuracy became 91.5%,
whereas removing PG2 the precision became93%. In addition, Figure 5 shows interesting correlations
among the variables (e.g., how some areas influenced more than others).

These experiments have combined the selection of different PGs choice, as well as follow-up of the
students. The results obtained by the experiments allow us to reach conclusions about the creation of
action plans to avoid drop-out in the classrooms and to personalize the student follow-up as much as
possible, as well as to make valuable information available to the student that allows them to evaluate
their academic performance so that they take improvement actions in the subjects that have the highest
risk of failing.

We need to continue collecting data to be able to do more tests and more follow-up to continue
improving the prediction of the FGs. A future work that must be deepened is to group students
according to different criteria—for example: FGs, affinities by area of knowledge, performance per
semester, etc.

In this manuscript, we have proposed a methodology to monitor and predict grades in education.
The objective of this approach was to obtain the best prediction results so that in a following work we
can develop an individualized learning system. This approach led us to group students who meet
certain common conditions—for example, those who have taken the same subjects and who have
approved those subjects in the same academic period. This is not an easy task, since engineering
students usually have very irregular behaviors when passing the required subjects of their curriculum.
This is closely related to the fact that for engineering degrees, repetition rates are high, especially in
subjects related to mathematics or engineering. For future research, it would be interesting to combine
other variables, so that the prediction can be made based on similar academic patterns.

In the present study, an analysis of FGs was carried out by knowledge areas, such as database or
network infrastructure areas. This is intended to justify that the grades in a subject can be predicted
from student grades in the previous academic years of the subject. For example, the FGs of the course
Database Certification can be predicted from the FGs of the subjects Databases I, Databases II, and
Database Administration, while the FGs of the subject Certification of Networks can be predicted from
the FGs of the subjects Networks I and Networks II.

As a result of the research carried out in the institution, the authorities of the university approved
the change in the percentage assigned to each PG (PG), as we explained in the development of the
work. In this way, it was possible to improve the grades and academic performance of students in the
PG3, as well as reduce the rate of student absenteeism at the end of each academic period (PG3).

After we have verified the model proposed, the most imminent future work is to analyze and
design a big data architecture that supports the processing of the large amount of academic data that
the university generates periodically. This academic data should be also complemented with other
data, such as personal and socio-economic information of the student and information on the student
learning assessment system, among others. This large volume of data can be increased by scaling up
the proposal of this paper for all the university’s degrees. To define the project architecture, it is not
recommended to use a traditional approach based on a data warehouse; rather, due to the nature of the
proposed project, it will be necessary to create a documented, scalable, and flexible database that can
support large indexing and data consultation by students, teachers, and educational administrators.
Therefore, we plan to design an architecture that uses big data tools, such as Hadoop and MongoDB,
in parallel.
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