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Abstract: The large volumes of data that exist in the universities keep important 
information of each student. Analyzing this data represents a challenge for data 
scientists due to the number of resources they consume. Many of the universities 
do not have the capacity of infrastructure as well as human resources to do it for 
this reason they desist from the analysis of data depriving themselves of generating 
knowledge about their students. The range of sensors that generate data in a 
university is so wide that doing an analysis of data through a traditional method 
such as business intelligence does not provide accurate results and their response 
times are not as expected. This work proposes the use of big data techniques in a 
university to obtain accurate results in real time that will help in making decisions 
improving education and learning.

Keywords: big data; Hadoop; analysis of data.

1. Introduction
Universities, like companies with their clients, make decisions for their students based 
on the data they have about them. However, this process increasingly requires methods 
that allow an analysis of the data superior and that the results appear at appropriate 
times. This does not mean that the universities have not already been doing work on 
the data and getting knowledge. The problem lies in the large volume of data generated 
from student activities that greatly exceed the capabilities of classical analysis platforms 
such as business intelligence (BI). The variety of sources and that these do not respond 
to a strictly structured data model leads to the search for other alternatives, as well as 
concepts in data analysis (Cheng & Cheng, 2011). 

One of these alternatives and that is marked, as a trend in the analysis is the use of big 
data. These platforms offer alternatives for the treatment of data and that obtaining 
knowledge is more flexible, with lower costs and in shorter times. For example, in a 
common and very important analysis for universities is to detect and classify students 
who have learning problems and which leads to high dropout rates. With the use of 
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business intelligence and data mining it can be done, however, many data that are 
not structured are left aside (Villegas-Ch, Lujan-Mora & Buenano-Fernandez, 2018). 
The experience in the management of these tools suggests that the greater the sources 
considered in the analysis closest to reality are the results. These unstructured sources 
usually come from the students’ navigation log, their Internet searches, and their 
interaction in social networks. All this data is impossible to leave out since the use of 
information and communication technologies (ICT) are an active part of the students 
(Li, Zhang & Wang, 2013). Being able to draw trends or determine the best way to learn 
from a student benefits all the components within an educational environment. 

This paper considers the use of big data as an alternative to data analysis of a university 
where there are great diversity sources. The purpose is to consider the steps that an 
institution should consider to include in its processes the integration of these tools, 
as well as the use of the Hadoop framework as a manager in the analysis of data. The 
work is divided as follows: section 2 presents the concepts used for the development of 
the method; section 3 contains the method where the different phases to be considered 
for the implementation of a big data platform is established; section 4 presents the 
conclusions found in the development of the work. 

2. Preliminary concepts

2.1. Big data

Big data is the massive data analysis, an amount of data, so large, that traditional data 
processing software applications are not able to capture, process and present results 
in a reasonable time (Shah, Soriano, & Coutroubis, 2017). Big Data was born with the 
aim of covering needs not met by existing technologies. In education, it can have an 
important impact on teachers, school systems, students and curricula. The analysis of 
big data can identify students at risk, ensure that students have adequate progress and 
can implement a better system for the evaluation and support of teachers and principals 
(Villegas-Ch et al., 2018). To comply with this process, big data techniques work in the 
storage and processing of large volumes of data that have specific characteristics such as:

 • Volume refers to the size of the data that can come from multiple sources.
 • Speed defines the speed with which the data arrive using units such as tera, peta 

or exabytes.
 • Variety, we speak of data, structured, Semi-structured, Unstructured.

2.2. Data sources

The information available in universities has grown exponentially due to the inclusion of 
ICT in education (Cong & Xiaoyi, 2009). The data of this interaction is stored in multiple 
data sources that support academic management. Next, the following stand out:

 • Produced by people. Send an email, write a comment on Facebook, answer 
a survey, enter information in a spreadsheet, use the learning management 
systems (LMS) and click on an Internet link. These actions, which are basic and 
carried out on a daily basis, represent an immense source of data.
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 • Between machines. The machines share data directly; this action is known 
as machine-to-machine (M2M). Thus, the parking meters mobile phones, 
vending machines for drinks and food in the university, to put a few examples, 
communicate through devices with other machines (Datta & Bonnet, 2014). 
The transmitted data is stored in different repositories. The communication 
networks to carry out these actions are very varied. Among the best known are 
Wifi, ADSL, fiber optics and Bluetooth.

 • Biometrics. The data may originate from fingerprint sensors, retinal scanners, 
DNA readers, face recognition sensors or speech recognition. Its use is common 
in terms of safety in all its variants.

 • Web marketing. All movement in the network is subject to all types of 
measurements that have marketing studies and behavioral analysis. With the 
analysis of these data, one can conclude the trends of each student (Bengel, 
Shawki, & Aggarwal, 2015). For example, the websites most accessed by students 
or places where they spend more time.

2.3. Type of data

In addition to their origin, the data can have classified into three classes according 
to their structure: Unstructured data types: documents, videos, audios, etc.; semi-
structured data types: software, spreadsheets, reports; types of structured data. Only 
a small percentage of the information is structured and that can cause many errors if a 
data quality process is not applied (Gubanov, Stonebraker & Bruckner, 2014). 

3. Method
The university that participates in this study stores a large amount of data. The majority 
of this data comes from the activities carried out by students in the LMS, academic 
management systems and sensors located in the university facilities. The sensors acquire 
and store all kinds of information about the activities that students perform within the 
university. This information in conjunction with all systems that are responsible for 
academic management can promote an important redesign in the learning methods 
used today.

When a big data process is included for the first time in a university it is important 
to generate working groups that prepare all the actors for the future change. The 
characteristic of this change is that the main value of big data does not come from the 
data in its raw form, but from its processing and analysis and from the insights, products, 
and services emanating from the analysis (Laigner et al., 2018). Radical changes in 
technologies and management methods are similarly dramatic changes in the way data 
supports decisions and innovation in products/services.

3.1. Phases of big data

The analysis prior to the implementation of a big data model is to determine the budget 
allocated during the process and the resources that will intervene considering the 
following parameters (Mohammed, Humbe & Chowhan, 2016):



230 RISTI, N.º E19, 04/2019

Management of educative data in university students with the use of big data techniques

 • Managers are the sponsors, project managers, coordinators and quality 
managers immersed in an educational environment.

 • Designers and data architects have technical profiles with clear objectives 
regarding the implementation of the project.

 • Implementers, is the qualified personnel, analysts and developers, with 
knowledge of the sector and technology.

 • Data operators are the analysts in charge of data at the entry, intermediate and 
result level.

Once the budget is determined, it passed to the design phase according to the needs of 
the university and it optimized considering the cost, the scalability and the different 
options of the market. It consists of two stages:

 • Infrastructure, are networks, computers or servers, that is, the physical support 
of the solution.

 • Architecture is the logical support of the solution, formed by protocols, 
communications or procedures.

For the implementation of the big data model in addition to the phases indicated, it 
is important to define aspects such as administration, maintenance, and security. The 
steps, for this, are:

 • Installation of servers, components and start-up of the infrastructure.
 • Configuration of the infrastructure for its correct functioning.

Figure 1 shows the phases that allow the execution of big data where two processes 
are considered. The first process is the engineering of big data that is composed of the 
acquisition and preparation of data (Chen, Mao, & Liu, 2014). The second process is the 
big data analytics, which consists of analyzing the data, reporting and acting.

Figure 1 – Phases of execution of big data

3.2. Acquisition (big data engineering)

The first step in the application of big data in a university environment is to understand 
where the data comes from (Arruda & Madhavji, 2017). For which, the selection of 
sources considers three categories that fit this type of environment:
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 • Streaming data. It includes data that reaches the ICT systems of a network of 
connected devices. The data is analyzed as they arrive, this process determines 
which data to keep and which requires a deeper analysis.

 • Social media data. Social interaction data is an attractive set of information, 
particularly for marketing, academic monitoring, and support functions. These 
data often have unstructured or semi-structured formats, so they present a 
unique challenge when it comes to consumption and analysis.

 • Fonts machine to machine. The data of the different sensors contribute to the 
process identifying tendencies, places and times of permanence of the students 
in the university.

3.3. Preparation (big data engineering)

For the preparation of the data, certain guidelines are considered that make it possible 
to take full advantage of the information. The clarity in the guidelines supports the 
preparation of the data, the amount of data considered and how to use the knowledge 
discovered.

Raw data extracted directly from the sources are never in the format needed to analyze 
them. To solve the problem, it is important to prepare the data by applying two main 
objectives (Taleb & Serhani, 2017). The first is to purge the data to address data quality 
problems, and the second to transform the raw data to adapt it to the analysis.

The refinement identifies the erroneous data, corrects them or eliminates them; this 
process allows to improve the data and to consider only those that present a certain level 
of quality. There are quality problems with data from applications that are in production 
that include inconsistent data, duplicate records, missing data, etc. For example, the 
address of a student registered in two different places. This is an example of records 
that do not match; the lack of demographic data, unavailable values such as lack of a 
student’s age, invalid data. For example, a telephone number, and outliers that cause 
values to be much higher or lower than expected. The quality problems in the data are 
solved by detection and correction of errors. In the correction, there are several methods; 
all depend on a previous analysis that allows applying to correct them. One of these 
methods is the elimination of records with unavailable values. Another method is to 
combine the duplicate records presenting unique and validated information. 

The correction of the invalid values is made by replacing these values with the best 
estimate of a fair value. For example, for a missing value in the field of a student’s age, 
the semester the student attends is estimated as a fair value. Outliers can have deleted as 
long as they are not important for the analysis. An effective process in the correction of 
errors implies having the clear knowledge of the application (Sehgal & Agarwal, 2016). 
For example, how the data has been collected, the population and the intended use of 
the application. This knowledge of the domain is essential to make decisions about how 
to handle incomplete or incorrect data.

The second part of the data preparation is to manipulate the purified data to convert 
it to the format needed for the analysis (Londhe & Rao, 2017). Some operations in this 
phase include scaling, transformation, feature selection, dimensionality reduction, and 
data manipulation.
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 • Scaling involves changing the range of values so that it is within a specific range, 
such as from zero to one. This is done to prevent certain features with large 
values from dominating the results.

 • The transformation in the data eliminates noise and variability. The result of the 
transformations are considered as aggregate data. Adding data to the process 
results in a decrease in variability, which helps the analysis.

 • The selection of data involves the elimination of redundant or irrelevant features, 
the combination or creation of new features. During the data exploration phase, 
it is possible to discover that some characteristics are correlated. In this case, it 
is possible to eliminate one of the characteristics without adversely affecting the 
results of the analysis.

 • The reduction of dimensionality is useful when the data set has a large number 
of dimensions. The reduction allows finding a smaller subset of dimensions that 
captures most of the variation in the data. 

 • The manipulation is a way to verify that the raw data is in the correct format 
for the analysis. For example, from samples that record semi-annual changes 
in student grades, it is possible to capture changes in student performance for a 
given cycle. With this information, they can be grouped and calculate the mean, 
range and standard deviation for each group.

The preparation stage includes the socialization of the solution to the different 
departments responsible for the educational management and obtains the relevant 
authorizations to be able to carry it out. This stage includes:

 • Detect the needs, have to do with the volume of data to be stored, its variety, 
the speed of collection, processing, and horizontal scalability. This process also 
reveals shortcomings when confronting the new technology with the existing 
one in the university.

 • Justify the investment, big data improves the identification of both academic 
and technical problems and this by creating a high-performance environment 
that enables cost savings and improvement in academic quality.

 • Evaluate the limitations; consider the infrastructure, technological maturity, 
resources, even the legal aspects in relation to data privacy.

3.4. Analysis (analytics of big data)

Data analysis involves constructing a model from the input data using an analysis 
technique to generate the output data (Eluri et al., 2016). There are different 
types of problems and different types of analysis techniques such as classification, 
regression, clustering, association analysis, and graphical analysis (Agnihotri & 
Sharma, 2015).

 • The classification predicts the category of the input data. For example, predict 
the possible problems that a student encounters in the development of 
mathematical exercises. 

 • The regression predicts a numerical value instead of a category. For example, 
the prediction of the qualification of a questionnaire. The rating is a numerical 
value, not a category, so it is a regression task instead of a classification task. 
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 • Clustering is organizing similar elements in groups. For example, group the 
base of students in different segments to recommend activities in such a way 
that learning is more effective. 

 • The association consists of developing a set of rules to capture associations within 
elements or events. Rules are used to determine when elements or events occur 
at the same time. For example, the association analysis may reveal that students 
who have good grades also tend to be interested in extracurricular activities. 

 • Graphical analysis to analyze data occurs when there is a large number of 
entities and connections between these, as in social networks. For example, in 
the graphic analysis, it may be useful to study the performance of a student over 
a period. 

3.5. Reports (analytics of big data)

The potential of Big Data lies in the analysis and in converting the data into relevant 
information. Here comes into play the use of different techniques such as data mining 
and methodologies based on machine learning. These techniques and methodologies are 
those that can extract the true value to the information (Cao & Gao, 2018). The reports and 
the way in which the information is presented manage to complete the transformation 
of the commercial model created in previous phases into one or more representations 
of specific data of the university. Once the reports are obtained and with the complete 
modeling, it is necessary to evaluate and validate the results. The evaluation of the 
results depends on the type of analysis techniques used. For example, to get an idea of 
the model’s performance with the data, it is evaluated based on questions such as:

 • Is it necessary to perform the analysis with more data in order to obtain a better 
performance of the model? 

 • Does it help to use different types of data? 
 • Is it difficult to distinguish students with different needs in the results of 

clustering? 
 • Does adding the zip code to the input data help generate more granular student 

segments?
 • Do the results of the analysis suggest a more detailed view of some aspects of 

the problem? 

For example, the prediction of the percentage of students who pass mathematics gives 
good results, but the predictions of the results in the subject of calculation are not good. 
In the second case, the samples of the academic activities in the matter of calculation 
need deeper analysis. The factors that influence the results can be as diverse as for 
example; the existence of anomalies in the sample or the need to include additional data 
to fully capture the students’ performance. What is sought is that the model is effective 
with respect to the success criteria defined at the beginning of the project. In this case, 
communication and action must be prepared on the results obtained in the analysis.

3.6. Decision making (analytics of big data)

The decision making works in tandem with the previous phase since after the analysis 
the conclusions come to carry out actions and make decisions. The final goal of data 
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analysis is to execute new strategies that improve academic management and student 
learning. The premise is that the analysis is in real time and as quickly as possible. The 
results obtained in the analysis convert the raw data into “actionable knowledge”. For 
an adequate and understandable management of the different areas, it is necessary to 
integrate visualization tools that conceive the reality of the study environment or be able 
to predict the future.

3.7. Data management with Hadoop

For data management, considering the different existing sources it is important to 
use tools capable of carrying out the process at the appropriate times. For this work, 
Hadoop is used as an open source framework to store data and run applications in 
clusters. Provides massive storage for any type of data, enormous processing power 
and the ability to process virtually unlimited concurrent tasks or works (Mazumdar & 
Dhar, 2015).

The architecture of Hadoop allows carrying out an effective analysis of large volumes of 
data, adding a value helps to make strategic decisions, to improve educational processes. 
This architecture allows to monitor what the students think or to draw scientific 
conclusions about the learning problems presented by different groups of students. With 
Hadoop, universities can explore complex data through customized analysis tailored to 
their students and needs. 

The architecture of Hadoop is composed of three fundamental pillars that make it a 
versatile tool, flexible and fault tolerant. Its pillars are a distributed file system, called 
HDFS for its operation. The Hadoop engine consists of a MapReduce job scheduler, as 
well as a series of nodes responsible for executing them (Bhandarkar, 2010). A set of 
utilities that make possible the integration of subprojects. 

On the file system is the MapReduce engine, which is a job scheduler, called JobTracker 
that is responsible for sending jobs to the nodes. MapReduce sends the incoming 
workflow to the TaskTracker nodes available in the cluster that are responsible for 
executing the map functions and reduces in each node. The planner keeps those jobs as 
close to the machine that has issued that information as possible. If the work cannot be 
located in the current node in which the information resides, the nodes in the same rack 
are given priority. This allocation reduces network traffic on the cluster’s core network. 
If a TaskTracker fails or suffers a waiting time, that part of the work is reprogrammed. 
Hadoop responds to a master-slave structure where the JobTracker is located in the 
master while there is a TaskTracker for each slave machine as shown in Figure 2. The 
JobTracker records the pending jobs that reside in the file system. When a JobTracker 
starts, it looks for that information, so that it can start the work again from the point 
where it was left.

The Hadoop file system (HDFS) handles two fundamental elements in the architecture: 
The NameNode and the DataNode. The NameNode is only found in the master node 
and is responsible for keeping all the stored data indexed. That is, the application needs 
specific information about the location of the data. The NameNode is found in the slaves 
and is responsible for storing the data.
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Figure 2 – Hadoop architecture (Ticout Outsourcing Center, 2013)

3.8. Hadoop MapReduce

Hadoop provides an execution environment oriented to applications developed under 
the MapReduce programming paradigm (Merla & Liang, 2017). Under this model, the 
execution of an application presents two stages:

 • Map: where ingestion and transformation of the input data takes place, in which 
the input registers are processed in parallel.

 • Reduce: aggregation or summary phase, where all the associated records are 
processed by the same entity.

The main idea, on which the Hadoop MapReduce execution environment revolves is 
that the entry is divided into fragments and, each fragment, is treated independently by 
a map task. The results of processing each fragment are physically divided into different 
groups. Each group is sorted and goes to a task reduced.

The execution cycle of an application in Hadoop is shown schematically. The developer 
only provides four functions to the Hadoop framework: the function that reads the input 
records and transforms them into tuples (RecordReader), the map (Mapper) function, 
the reduce (Reducer) function, and the function that transforms the pairs generated by 
the function reduces in output registers (RecordWriter).

3.9. Application cycle

The execution of an application in Hadoop consists of the presentation of the 
application, the generation of the ApplicationMaster for the application and the 
execution of the application managed by the ApplicationMaster. For example, a 
client program sends the request, including the necessary specifications to launch the 
application ApplicationMaster itself. The ResourceManager assumes the responsibility 
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of negotiating a container in which the ApplicationMaster must start, and then executes 
the ApplicationMaster. The ApplicationMaster, once started, is registered with the 
ResourceManager. 

The registry allows the program to consult details of the resources to the 
ResourceManager. During normal operation of the execution, the ApplicationMaster 
negotiates containers of appropriate resources through the resource protocol. When 
the container assignment is satisfactory, the ApplicationMaster launches the container, 
providing the specifications of the container execution to the NodeManager. The 
execution information, in general, includes the necessary information to allow the 
container to communicate with the same ApplicationMaster. 

The code of the application that runs inside the container provides the necessary 
information (progress, status, etc.) to your ApplicationMaster through a specific 
protocol of the application. During the execution of the application, the client that 
presented the program communicates directly with the ApplicationMaster to check 
the status, progress updates, etc. Through a specific protocol of the application. Once 
the application is completed and all work is completed, ApplicationMaster cancels the 
registration with the ResourceManager and closes, allowing the container to be reused 
for another application (Verma & Pandey, 2016).

4. Conclusions
This work is a detail of the steps that must be followed for the application of a big data 
platform. This method is in the testing phase where a large amount of data from different 
types of sources has been added. The exercise before going to production requires the 
comparison of results and the evaluation of all phases. So far it has not been possible 
to perform the evaluation because Hadoop needs deep knowledge in Java to be able to 
correctly integrate structured data. However, it has been possible to carry out tests in the 
different phases and the speed of processing, as well as the high savings in infrastructure, 
are details that allow us to continue with the investigation.

Several methods and models help the implementation of big data in a university 
institution. The first and most important step in the process is the location, analysis and 
data cleansing, this has taken more than 60% of the project’s execution time. 

Having a tool that allows knowing the students’ tendency and the way they learn in a 
university environment is necessary for decision making. It must be borne in mind that 
in order to carry out this analysis what data scientists are looking for is that there is no 
ambiguity in the data. For this reason, consider the data that students generate in their 
normal activities without these being the results of surveys or questionnaires where the 
answers can be biased, it is an advantage over traditional data analysis platforms.
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